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Crucial issue for privacy-preserving data publishing (PPDP, see Fung et al. 2010)

Quantitative measures

- re-identification risk = #linked records / #records (Manzanares-Salor et al. 2024: 4044)

- k-anonymity = candidate set cannot be reduced to less than k entities

- flip side: information loss due to privacy models

Most research focuses on statistical databases

- full data set and background knowledge assumed to be known à can compute k-anonymity etc.

- approaches often based on perturbation of numerical data

- but not applicable to unstructured text (except artifical tasks such as Wikipedia pages of well-known 
20th-century actors, cf. Manzanares-Salor et al. 2024: 4060 f.; Manzanares-Salor & Sánchez 2025)

Deanonymisation risk
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Anonymisation of unstructured text poses entirely different challenges:

- may contain direct identifiers (personally identifying information = PII)

- contains wealth of further information that might contribute to deanonymisation = quasi-identifiers

- pseudo-identifiers are not formally recognisable (unlike attributes in a database, see Lison et al. 2021)

- background knowledge cannot easily be quantified à impossible to estimate k-anonymity etc.

- often about “ordinary people” with little information available online (our use case: court verdicts)

- information loss difficult to quantify and depends on application (e.g. DeLorean irrelevant for case)

Anonymisation of unstructured text

On the late afternoon of Wednesday, Oct 29th, retired scientist Dr Emmett Brown came 
driving down from Beachy Head in his silver DeLorean at high speed. Missing a turn, he 
crashed through the garden fence at 25 Baslow Rd, causing massive damage to …
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- redaction (critical spans deleted) à text difficult to read, maximal information loss

- initials (surprisingly common) à leaks information, PII spans become quasi-identifiers

- randomised initials à much better protection, but potential inconsistencies (e.g. random dates)

- realistic surrogates à natural text, suitable as LLM input, dates shifted to remain consistent
(not pseudonymisation if mapping is discarded after anonymisation)

Masking strategies

29 October 2025

On the late afternoon of Wednesday, Oct 29th, retired scientist Dr Emmett Brown came 
driving down from Beachy Head in his silver DeLorean at high speed. Missing a turn, he 
crashed through the garden fence at 25 Baslow Rd, causing massive damage to …

On the late afternoon of Wednesday, Oct 29th, retired scientist Dr Emmett Brown came 
driving down from Beachy Head in his silver DeLorean at high speed. Missing a turn, he 
crashed through the garden fence at 25 Baslow Rd, causing massive damage to …

On the late afternoon of Wednesday, Oct 29th, retired scientist Dr E.            B.         came 
driving down from B.          H.       in his silver D.              at high speed. Missing a turn, he 
crashed through the garden fence at 25 B.          Rd, causing massive damage to …

On the late afternoon of Wednesday, Mar 13th, retired scientist Dr J.            D.        came 
driving down from M.          F.       in his silver B.              at high speed. Missing a turn, he 
crashed through the garden fence at 11 E.          Rd, causing massive damage to …

On the late afternoon of Wednesday, Nov 12th, retired scientist Prof John Cage came 
driving down from Capitol Hill in his silver BMW at high speed. Missing a turn, he 
crashed through the garden fence at 9 High St, causing massive damage to …
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1) PII text span not detected

- assumption: always leads to full reidentification of entity

- deanonymisation risk = recall of PII detection (more precisely: % of texts with ≥ 1 FN)

2) Quasi-identifiers not masked

- combination of multiple quasi-identifiers with background knowledge may enable reidentification

- difficult to quantify: empirical success rate of human adversaries using Web searches (or recently LLMs)

- controlled experiments are almost impossible

3) Masking techniques

- simple techniques such as initials leak information, but also randomised initials (the D&B shop)

- realistic surrogates are considered safe, but challenging for quasi-identifiers

Deanonymisation risk of unstructured text
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- Goal: fully automatic anonymisation ➞ only way to publish
as many as 1.5 million German court verdicts / year

- Challenge: extremely high recall (> 99%) for PII mandatory, 
deep text anonymisation also has to cover quasi-identifiers

- Approach: fine-tuning of pretrained LLMs for span 
identification and categorisation (multi-task)

- Gold standard: unusally high quality essential for evaluation 
and training (6 annotators / adjudicators for each text)

- Result: automatic anonymisation is feasible, but needs 
training or adaptation for each legal domain & court type

LeAK & AnGer: Anonymisierung von Gerichtsurteilen
Project leads: Prof. Dr. Stephanie Evert, Prof. Dr. Axel Adrian (FAU Erlangen-Nürnberg)

- Team: Bao Minh Doan Dang, Philipp Heinrich, 
Michael Keuchen, Mahdi Mantash, Daniel 
Odorfer, Melanie Rosa, Pei-Yu Shen, Naveed 
Unjum, Julian Werner, Leonardo Zilio 
+ student assistants as annotators

Domain (AG) Precision Recall Recall PII

tenancy law 97.04% 96.05% 98.90%

traffic law 97.41% 97.38% 99.11%



AnGer: 11 legal domains at higher regional court (OLG)
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PII deanonymisation risk
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Experiment: empirical deanonymisation by human adversaries

- 10 verdicts from district court (AG) attacked by 6 human adversaries (time limit: 35 minutes / verdict)

- verdicts from AG gold standard chosen to contain large number of quasi-identifiers with elevated risk

Results:

- no successful reidentification of a natural person

- many spurious deanonymisation results (existing family name, existing street name or address,
I+D-Versicherung à R+V-Versicherung, press reports of similar accident exactly one month off)

- success: format of case reference à insurance company

- success: index of rents (average cost, area type “red”) à specific city 

Deanonymisation risk from quasi-identifiers
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- 17 published verdicts 
of more prominent 
cases at regional courts 

- known to offer attack 
vectors (previous work)

- deep anonymisation via 
LeAK/Anger guidelines 
with realistic surrogates
(manual annotation)

- small number of texts 
with successful attacks

- mostly due to press 
coverage of the case

Residual deanonymisation risk
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Experiment: empirical deanonymisation by human adversaries

- 50 published verdicts using different masking techniques (identified with heuristics)

- strong publication bias towards higher courts (due to random selection of eligible verdicts)

- human adversaries: 54 law students in online experiment | time limit: 35 minutes per verdict

Deanonymisation risk due to masking technique
(Deuber et al. 2023)
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Figure 4: Attacking participants and participants with con-
firmed de-anonymizations per decision

7 Discussion

In this section, we discuss our findings, place them in the
context of relevant related work and finally provide recom-
mendations for anonymizing court decisions.

7.1 Which anonymized attributes or

anonymization techniques are vulner-

able? (RQ1)

We observed that all techniques and all attributes could be
de-anonymized to some extent. This empirically confirms
the increased risk of re-identification Opijnen et al. [40] sus-
pected.

A rigorous statistical assessment of the precise impact or in-
fluence of each attribute or technique on de-anonymization, or
a generalization of these findings to all decisions, is probably
beyond what we can derive from our findings in Section 6.3.
Indeed, anonymization techniques are not evenly distributed
across attributes. Furthermore, confounding factors, such as
the facts of a specific case, publicly available sources, or the
skillset of the participants, may have played important roles
in the de-anonymization process, and cannot be easily disen-
tangled. As evidence of the potential impact of these external
factors, some attacks managed to accurately de-anonymize
non-preserving suppressions, which by definition preserve no
information of the attribute-value string and thus should not
be vulnerable. Another major factor that played a crucial role
in de-anonymization was that many attribute-value strings
were not anonymized at all, as we saw in our verification
process: over 50% of the confirmed de-anonymizations were

justified through unique inference.
With these caveats in mind, we can nevertheless glean

important insights. First, non-preserving versions of the
anonymization techniques seem less vulnerable than their par-
tially preserving counterparts – which, from an information-
theoretical perspective, makes sense. This is particularly
evident for omissions: while partially-preserving and non-
preserving omissions were roughly equally split in the set
of attackable strings, partially-preserving omissions (initials)
were almost four times more likely to feature in confirmed de-
anonymizations than non-preserving (a priori) omissions (see
Figure 1a). Nevertheless, lawsuits related to the insufficient
anonymization of court decisions are still dismissed by some
German courts on the grounds that initials offer sufficient
anonymity [53, 54]. Our findings strongly suggest otherwise.

Second, among attributes, names of natural and legal per-
sons as well as authorities accounted for over 50% of all
confirmed de-anonymizations. This is especially problematic,
since names directly identify the involved entities [4] that the
anonymization process attempted to protect.
Recommendation 1: Non-preserving techniques Ideally,
during writing, non-preserving (a priori) omissions should be
used more extensively as they prevent attribute-value strings
from arising. However, these omissions may indeed make it
impossible to sustain information about relationships between
different people, which would jeopardize decision comprehen-
sibility. In such cases, non-preserving tagging or suppression
should be employed, depending on how much information
needs to be preserved for the decision to remain comprehen-
sible. Pilán et al. [43] favor tagging over suppression. They
argue that tagging better balances comprehensibility and pri-
vacy protection [43]. However, this may only be true under
the assumption that both techniques protect data equally well,
which our findings do not support. Furthermore, as long as
the anonymization process remains mostly a manual effort
in practice, suppression is arguably easier than finding suit-
able tags. Should anonymization be automated in the future,
we recommend suppression over tagging. Tagging indeed
requires suitable tags – a selection prone to error – while
suppression might better protect the involved persons. Last,
partially-preserving omissions should never be used under
any circumstances.
Recommendation 2: Extensive anonymization In 2018,
the Court of Justice of the European Union declared the re-
moval of “any additional element likely to permit identifi-
cation of the [natural] persons concerned” [17]. We agree
and extend our recommendation to legal persons, as infer-
ences can rapidly lead to de-anonymization. In short, one
should not only anonymize relatively risky attributes (such as
which type of athlete a person is), but also information that
allows deriving such attributes (such as specific tournaments
in which the person participated). To capture the relationship
between these attributes and the additional information, the
sanitization model of Sánchez and Batet [46] could help.

initials

initials (randomised)

pseudonymisation (partially preserving)

pseudonymisation (non-preserving)

redaction 

in M.-P.

in A.-B.

in city1

in X

in München-Pasing

in city1-district1



Thanks for listening!

https://www.linguistik.phil.fau.de/projects/leak-anger/
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