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Quick facts

• very few German court decisions (< 3%) are currently made publicly available
– key reason: reliable manual anonymisation too expensive

• deep text anonymisation using fine-tuned LLMs to detect different identifiers
• realistic surrogates for critical text spans (vs. redaction or randomised initials)
• AnGer focuses on German court decisions
• specialisation on court type and legal domain + high-quality gold standard

– results in > 99% recall on high-risk spans → fully automatic anonymisation
• thorough evaluation is essential: “high-risk” application according to EU AI Act

However
• most NLP systems still struggle with perturbations, esp. distribution shift
• domain robustness: the ability to generalise across multiple domains

– here: from district court (AG) to higher court (OLG) + across legal domains
• evaluation of robustness and domain transfer

◦ cross-domain transfer (AG → OLG) vs. in-domain training (OLG → OLG)
◦ domain adaptation via combined training or continual learning
◦ from two legal domains (AG) to 11 legal domains (OLG)

Span type vs. risk assessment
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Model and experimental design

Base model architecture Experimental setup

Transformer
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Shared accross experiments

In-domain training

OLG Train OLG model

OLG Test

Combined training

Combined
model

Cross-domain

AG train AG model

Continual training

Transfer of learned parameters

Continual
model

Confusion matrix for span types
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Prediction
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Recall comparison of models
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Comparing gold with predicted annotations

• Hartwig , F et al. : Mitophagy in Intestinal Epithelial Cells ( Biolo 174 , pages 1 - 14 , 2017 ) ,

• Esser , Dieter , E. T. A. -Hoffmann-Straße 31d , 82496 Oberau

• Superfone Deutschland GmbH , vertreten durch d. Geschäftsführer Dr. Juergen Ritter , Noel Kühnel , Steffen Fricke , Okko Heimann und Dr. Herwig Marx , . . .

• Bagik GmbH , vertreten durch d. Geschäftsführer , Robert-Bosch-Straße 78 , 47138 Duisburg

• . . . konnte der von der Klägerin im Termin vom 27. 07. 2018 mitgebrachte Sachverständige KfZ-Meister Friedhelm Schreiber nicht erschüttern .


